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Measurement uncertainties
in the pollutant-discharge

permit system

A reported discharge having an associated uncertainty greater than
50% of its permit authorization is not unusual. Industry should
determine its ability to measure effluent data, so as to recognize
whether it is reporting an actual value or an accumulated error.
Here are statistical procedures for doing this.

[] No matter how carefully we make a measurement,
there will be some inaccuracy in it. The magnitude of
accumulated inaccuracies associated with sampling,
flow measurement and chemical analysis in determin-
ing the amount of a pollutant discharged by a plant is
of great significance when the measurements are used to
judge compliance with a regulation or a permit.

The National Pollutant Discharge Elimination Sys-
tem (NpDEs) of the U.S. Environmental Protection
Agency does not address the inherent inaccuracies in
data measurement. During development of the “Efflu-
ent Guidelines,” industrial efforts were directed toward
the statistical evaluation of plant performance data,
with little attention given to the overall accuracy of
measurements.

Guideline estimates of plant performance have be-
come “absolute” rules in NPDEs permit negotiations,
causing hardship to many industries. In one specific
case where the Effluent Guidelines were strictly fol-
lowed, a plant was required to limit its net discharge of
a particular pollutant to 0.5 ppm, when the analytical
accuracy of the chemical testing method employed was
about 0.25 ppm.

To comply with existing and proposed permit limita-
tions, industry needs to: (1) determine and state the
limits on its ability to measure effluent data; (2) use
these limits to set internal performance standards for
pollution control; and (3) attempt to gain recognition
of the magnitude of measurement uncertainties in cur-
rent and future permit negotiations.

Part of a typical NpDES permit for a chemical plant is
shown in Fig. 1. It describes effluent characteristics,
discharge limitations and monitoring requirements.
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There are two discharge limits: the “daily average,”
defined as the daily average for the month (based upon
a specified number of samples per month), and the
daily maximum. Monitoring requirements specify the
frequency of sampling and the type of sample.

An example demonstrating the magnitude of uncer-
tainty associated with measuring the discharge of a

1. During the period beginning. . . . and lastinguntil. . . . ,
the permittee is authorized to discharge from. ., . .

Such discharges shall be limited and monitored by the
permittee as specified below:

Effluent Discharge
characteristic limitations Monitoring requirements
kg/d or 1b/d Measurement Sample
Daily avg Daily max frequency type
Flow-million gal/d  _ _ daily continuous
Total suspended = — 1/wk 24-h composite
solids
Ammonia (as N) — _ 1/wk 24-h composite
Organic nitrogen . _ 1/wk 24-h composite
Oil-grease _ _ 1/wk grab
Temperature = — daily max. continuous
BODs = — 1/wk 24-h composite

2. The pH shall not be less than 6.0 nor greater than 9,0 and shall be
monitored daily by means of a grab sample.

3. There shall be no discharge of floating solids or visible foam in other
than trace amounts.

4. Samples taken in compliance with the monitoring requirements

specified above shall be taken at the following location(s):

Typical NPDES effluent limitations and
monitoring requirements Fig. 1
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MEASUREMENT UNCERTAINTIES
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A comparison of precision and accuracy Fig. 2

Nomenclature

Var (4) analytical variance

Var (B) between-day variance

Var (W) within-day variance

concentration, mg/L

discharge, 1b/d

constant, |b/mg/million gal/L
flowrate, million gal/d

standard deviation

number of days of sampling/mo
number of analyses on individual day
d/mo

analyses/sample

samples/d

subsamples/d

number of days subsamples are collected
number of days samples are collected

xcaﬂagh&q@kbﬁ

pollutant will follow a brief introduction to the required
statistical procedures.

Precision and accuracy

Precision is the ability to exactly duplicate the results
of a single measurement. Accuracy is the ability to
determine the exact or true value. The difference be-
tween the two is illustrated in Fig. 2. The precision and
accuracy of various analytical instruments and test
methods vary widely, depending on factors that are
beyond the analyst’s control.

Calculation of variance

Variance is the amount of spread or variation in a set
of measurements. Small variance indicates precision in
data measurement.

Mathematically, variance is the average of the sum of
the squares of the differences from the average value in
a set of observations.

Let the variance of X be denoted by Var (X), and let
the covariance between two values ¥ and Z be denoted
by Covar (Y, Z). For,

X=Y-27 (1)
Var (X) = Var (Y) + Var (Z) — 2 Covar (Y, Z) (2)
I;' Y and Z are independent, Covar (Y, Z) = 0 [/]. Now,
i
X =(Y2)
and Y and Z are independent, then:
Var (X) = Var (YZ)

This can be approximated by a Taylor Series expansion
of X as:

dXx\? dx )2
== V. - V. 3
Var (0 = (§5)", Var (0 + (§5),y Ver @ @
where . refers to the mean value of the variable given in
the subscript.

Net basis calculations

Most NPDEs permits are based on net values, an al-
lowance over influent values. Representing Q as flow-
rate, C as concentration of a particular pollutant, and £
and 7 as effluent and influent values, then the net dis-
charge value, Dygr, of the pollutant is:

Dygr = Qe Ce — U G (4)
If X, x and S% denote the estimates of the mean and
variance of variable K, then S, the estimate of the
variance of Dypr, can be expressed by combining Eq.
(2) and (3) as:
Var (Dygr) = 83 = X3_-S3_+ X3, - S3, +
X3, 85, + X583, ©)
All covariances are assumed to be equal to zero.

Sp, the square root of the variance, is an estimate of
the standard deviation of Dygrp.

Determination of the daily average

Now let us determine the magnitude of uncertainty
in the calculation of the daily average.

Typically, the total daily variance is made up of three
components: (1) analytical variance, (2) within-day
variance, and (3) between-day variance.

A composite sample of r sub-samples/d taken at fixed
time intervals is collected for analysis.

The stream being sampled is a once-through cooling
water, with a relatively constant flowrate. A small
amount of iron from plant production enters the cool-
ing water from leaking heat exchangers and other
minor sources. The feed water also contains some iron.
The discharge permit is based on the net contribution of
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iron, as may be the case fo.r a'plant that has quantities Analytical precision Bt Roa Ty Sl ee Tor iaoaad
of a priority pollutant in its intake or raw water. wator s wastawetar e an tratiack 9] Table |
Since the plant’s cooling-water losses are very small s pa s abhohabise s
with respect to the flow, the net discharge, D, is equal to )
the flowrate, Q, times a constant, K, times the difference p':::s'i't"’: ;:;’:::‘:’;
in concentration, C. Parameter and method % (PM)' % ' Concentration
D = KQ(Cg — Cy) (6)
. . Hardness—EDTA 29 99.2
If Var (4) is the analytical variance, Var (W) the ) )
variance within the day, and Var (B) the variance Metals_afom'c Sbéarptide
between the days, then the variance in D due to differ- g:‘:;""'::‘m i;g 21133 1?2 ﬁg;t
ences in measuring concentration, Var (C), is: Coppne 1.2 96.6 1,000 ug/L
Iron 16.5 99.4 300 ug/L
Var (€) = % Var (4) + Var (W) + Lead 235 84.0 50 ﬁZ/L
(m — e) Silver 17.5 89.4 550 ug/L
———~Var (B) (7) Zinc 8.2 99.6 500 ug/L
. Nitrogen
The analytical variance is halved because each sam- Ammonia (Nessler) 46.3 89.8 200 ug/L
ple is analyzed twice, and the multiplier on the be- 18.0 96.0 1,500 ug/L
tween-day variance term is a correction for ¢ days of Nitrate {Brucine) 62; 34213 g ogg “3; t
sampling/mo of m days [J]. ) : : ey
If a continuous, exactly flow-proportional, sampler Siganic{Naser/ Zg? ;gg 1;82 ng;t
were employed, the within-day variance, Var (W), ) ’ ) S
would be deleted. However, if the sampler is not truly Oxygen demand—biochemical 15 N/A 175 mg/L
flow-proportional, the term must be retained, and the —chemicel S5 hiA 200 gl
variance calculated. Residue—total 52 N/A
The variance between the days, Var (B), is deleted for —suspended 33 15 mg/L
calculation of a particular-day estimate of variance, but 10 242 mg/L
must be retained for calculation of the variance of any 0.76 1,707 mg/L
nonparticular day [2].

Once Var (Cg) and Var (Cj) are calculated, and the
variance in D due to inaccuracies in flow measurement,
Var (D), has been determined (as shown later), the
total variance in D, Var (D), can be expressed as:

Var (Dp) = §%

particular analysis methods have been published in
“Standard Methods” [3], and “Methods for Chemical
Analysis of Water and Wastes” [2]. Accuracy and preci-
sion data for some water and wastewater methods are

= K% Q% [Var (Cg) + Var (G)] +
K? [Var (Q) - (C§ + C) (8)

This is similar to Eq. (5), where C’E and 6’1 represent
average values for the respective variables.
The standard deviation in the daily average is:

Sp avg. = /Va_re(DL) 9)

Analytical variance—Var (4)

For a sample taken on day j, multiple analyses are
made to determine the concentration Cj;, where 7 is the
ith sample on day j. If n analyses are made on the
sample, then:

__C.71+CJ2+ “‘C]-

C i=1+i _ n
j == - (10)
If samples are collected for x days, then:
z n
Var (4) = EL=1 (¢, — C))2 (11)
x

This is the estimate of analytical variance.
Estimates of the standard deviation associated with

shown in Table I.

If the tabular value for relative precision is Py, and
the average value of the measured parameter from
analysis is Xy, then the analytical variance is:

i)z (12)

Var (4) = ( —
100 Xy

Iron concentration data

for 2-day sampling period Table 11
Concentration (mg/L)

Sample 1st day 1st day 2nd day 2nd day

number influent effluent influent effluent
L 040505202009 022 som 029 soice
2 025027084 5088 050 5023 130 512
2 0-38>0.36 0.2 >0.50 032 >035 190 >1.08
4 O >045007>084 280 5265 345 >4.42
& 0305033022053 190 >1.00 345 >047
6 0 >0.56 027 >0.57 350 >0.88 055 >0.44

C, = 0.644 mg/L, Cg = 1.003 mg/L, n = 2
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Summary of calculation of uncertainty for daily average Table 111

Step 1 — Calculate from influent and/or effluent data (Table 11) Var (A), using Eq. (11): Var (A) =0.002
Step 2 — Calculate from influent and effluent data:
W, and Var (W) using Eq. (13) (14) and (15)
W1 influent = 0.4201 Var (WI) =0.0348
W effluent = 1.1959 Var (Wg) = 0.0995
Step 3 — Calculate between-day variances from Eq. (16) and (17) (data base for calculations not shown)
B, influent = 0.1374 Var (B,) = 0.0329
B effluent = 0.2820 Var (Bg) = 0.0405
Step 4 — Calculate Var (Cl) and Var (CE) from Eq. (7) for appropriate sampling frequencies

Samples/mo, (e) Var (C)) Var (Cg) Var (C)) + Var (Cg)
1 0.0676 0.1397 0.2073
4 0.0679 0.1360 0.2039
8 0.0647 0.1316 0.1963

Step 5 — Calculate standard deviation in the daily average from Eq. (8) and (9), where Q = 4.46, Var (Q) = 0.1563 and
K = 8.34 .
e=1 Sp= (8.342 (4.462 (0.2073) + 0.1563 (0.6442 + 1.0032))]* = 17.38
e=4 Sp=[8.342 (4.462 (0.2039) + 0.1563 (1.4208))/4]" = 8.62
e=8 Sp=[8.342 (4.462 (0.1936) + 0.1563 (1.4208))/8)" = 5.99

Step 6 — Calculate confidence intervals for the daily average:

95%
confidence

e S Degrees of freedom Student’s t interval

1 17.38 - - 34,76*

4 8.62 3 3.182 27.43

8 5.99 7 2.365 14,17

* Assuming normal distribution
Variation within the day_Var (W) composite must be divided into a number of sub-

samples. To obtain a final result, two intermediate
statistics, W, and W,, must be calculated.

Suppose we collect u subsamples per day for v days,
and C,, is the bth subsample collected on the ath day,
then C, is calculated according to Eq. (10), and

Our sampler takes r individual (grab) samples/d and
collects them as a single composite sample. To obtain an
estimate of the within-day variance, Var (W), the single

Calculation of uncertainty for influent and voou
effluent daily values for a single day Table IV : .
Wl —a=1 b:l( ‘ab. =" M (1{‘3)

Using previously developed data from the first day of sam- o
pling, estimate the standard deviation of the discharge. *Degrees of freedom

C, = 0.383 mg/L for the first day of sampling W, contains Var (4), which must be removed. There-

Cg = 0.638 mg/L for the first day of sampling fore, W, is defined as:

Var (C,) = Var (W) + Var (A)/2 = 0.0358 ([,V1 — Var (4))

Var (Cg) = Var (W) + Var (A)/2 = 0.1005 W, = —_— (14)
where: #

Q = 4.46 million gal/d, and Var (Q) = 0.1563, Finally, since a 24-h composite sample is composed of

S2 = 8.342 (4.462 (0.0358 + 0.1005) + 0.1563

0.3832 + 0.6382)) r individual samples, and since we have taken r/u indi-

vidual samples for each subsample, then:

52 = 194,60,
S$=13.95 Ib/d w.
. e Var (W) = —2 (15)
Assuming a normal probability distribution, the true mean u
net discharge for this particular day has a 95% probability ..
of being in the range of 9.49 Ib/d + 2 (13.95), or between Variation between days—Var (B)

sl If the average concentration of a particular pollutant

on an individual day is C;, and C is the mean value of g

118 T CHEMICAL ENGINLERING OCTOBER 9, 1978



MEASUREMENT UNCERTAINTIES

analysis determinations on individual days, then B, the
variance of the concentration between those days, is
expressed as:

g

Bl - ’i:l(ci —*5)2
g—1

&

(16)

*Degrees of freedom
B, contains analytical and within-day variances,
which must be removed, so Var (B) is:

B, — Var (4A) — n Var (W)
n

Var (B) = (17)

Variance of flow measurement—Var (Dg)

A carefully installed flowmeter may have an inaccu-
racy of about 1.5% of the flow. In an open channel, the
inaccuracy may approach 20%. The most frequently
overlooked source of open-channel flowmetering error is
failure to observe energy and boundary conditions for
the installation. Such oversights can greatly change the
head-discharge relationship upon which most open-
channel flow measurement is based.

A recent example points this out: A surface-level
measuring device that relied on a weighted bobbing
line to determine depth of flow was installed in an open
channel. A theoretical calibration curve, relating depth
of flow to discharge, was computed. However, the up-
stream flow conditions, energy relationships and water
velocity in the channel were not considered when in-
stalling the meter.

When the flowmeter was found incapable of measur-
ing less than a 25% change in flow, conditions of instal-
lation were examined. A steep upstream slope permitted
the channel water velocity to reach 20 ft/s. At that
speed, the depth-discharge relationship for the channel
was found substantially different from the theoretical
calibration curve.

The following is a calculation of Var (Dg):

A particular flowmeter installation on a 90°V notch
weir has a head discharge relationship of [4]:

Q = 1.62 H?> (18)

where Q is in million gal/d, and H is in ft. The uncer-
tainty in the reported discharge, Var (Dy), is actually a
combination of the uncertainty in measurement of
and the precision of the flowmetering system, and is
expressed as:
d
Var (Dg) = (@Q

When H = 1.5, Sy = 9% in. (0.05 ft) and Q = 4.46
million gal/d, then:

Var (Dg) = 1.62% (2.5 H"%)%(0.05)% + Var (System)

2
) S% + Var (System)  (19)

The variance in the system is generally stated in
terms of the precision of mechanical and electrical com-
ponents, which in this case is estimated as 3% of the
flow. Thus:

Var (D) = 0.1384 + [(0.03)(4.46)]% = 0.1563 (20)
and: Sy = [Var (Dg)]'/2 = 0.395 or about 8.9%

The estimate of the standard deviation in the measure-
ment of Q is 0.395 million gal/d.

Practical example of analysis of variance

Table II shows concentration data for a two-day
sampling period. Table III summarizes the calculation
of uncertainty for the daily average, based on the data
in Table II and the example just given.

If the NppES permit-limit daily average is 30 1b/d,
and compliance monitoring is done once per month, the
standard deviation is #=17.38 1b/d, more than half the
daily average. The 95% confidence interval for the daily
average is 30 == 34.8 lb/d, assuming normal distribu-
tion.

When monitoring is done more frequently, the un-
certainty in the average decreases. At 4 samples/mo, the
standard deviation is #=8.62 1b/d; at 8 samples/mo, it is
599 1b/d. The 95% confidence intervals for 4
and 8 samples/mo are 30 &= 27.43 and 30 = 14.17
Ib/d, respectively.

For our example, the amount of iron discharged
during a particular day (a number required by the
NpDES permit daily maximum) has a measurement
variance of 13.95 lb/d, as calculated in Table IV. For a
net discharge of 9.49 1b/d as calculated from Eq. (6),
the 95% confidence interval is 9.49 =279 lb/d, or
between —18.41 and 37.29 Ib/d. The negative value is
possible because this is a net discharge calculation.
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